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Abstract 

In this paper, we introduce a new transformation method for resolving the issue of 

Neutrosophic Multi-Objective Linear Fractional Programming Problem (NMOLFPP). Our 

approach involves converting NMOLFPP into a Neutrosophic Single Objective Linear 

Fractional Programming Problem (NSOLFPP) and proposing an algorithm to discover its 

solution. To strengthen our method, we present a numerical example. The outcomes of our 

study indicate that the Advanced Harmonic Average technique provides the best optimal 

solution compared to the other methods such as Arithmetic Average, New Arithmetic Average, 

and Harmonic Average (𝐻𝑎𝑣 )  Techniques.  

. 

Keywords: Neutrosophic Multi-Objective Linear Fractional Programming Problem, 
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1. Introduction 

   We have developed a method to solve Neutrosophic MOLFPP and put forth an 

algorithm for solving it. Our approach is applicable to any number of objectives and utilizes 

more efficient techniques to achieve the optimal solution. To illustrate the effectiveness of our 

algorithm, we have included a numerical example and compared the results with other 

methods. 

 

2. Preliminaries 
In order to develop our main point, we must recall some definitions and results. 

Definition:2.1 (Single Valued Triangular Neutrosophic Number (SVTNN)). A SVTNN is 

defined by  ̃  {(𝑎 
    

    
 )         } whose three membership functions for the truth, 

indeterminacy, and a falsity of   are given by  
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where     ̃ ( )    ̃ ( )    ̃ ( )       ̃
 . Additionally, when 𝑎 

     ̃  is called a 

positive SVTNN. Similarly, when 𝑎 
     ̃  becomes a negative SVTNN. 

 

Definition:2.2. Let 𝑎̃  {(𝑎 
    

    
 )         } and  

 ̃  {(𝑎 
    

    
 )         } be two SVTNN’s and     . Then  

a) Addition: 
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b) Subtraction: 
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c) Multiplication: 
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e) Scalar Multiplication: 
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3. Molfpp In Neutrosophic Environment 
The ratio objective function that has numerator and denominator, and is defined as follows:  

 𝑎   ̃  and      ̃  
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where   ̃  and   ̃ is a  -dimensional vector of decision variables 

   is the number of objective functions that is to be maximized 

      is the number of objective functions that is to be minimized 

 ̃  and  ̃ (                  )are  -dimensional vector of SVTNN. 

  ̃ is a    -matrix of co-efficient (SVTNN). 

  ̃  is a neutrosophic constant. 

  ̃  *(     )      + 
 

 

4.Different Kind Of Techniques 
 
Objectives are the specific goals that need to be met in order to optimize something. In this 

case, the objective functions are being optimized individually, subject to the constraints (2) and 

(3). 

 𝑎   ̃  and      ̃   ̃     {
 𝑎   ̃             

     ̃                 
  ( ) 

where  ̃ 
     ̃ 

        ̃ 
     ̃   

       ̃ 
    are the optimal values of the objective 

functions. 

      It can be seen in the problem that the following notations are used. 
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 Arithmetic Average Technique 
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 Advanced Harmonic Average Technique 
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4.1 Procedure For Determining Of Combined Single Objective Function 

The following procedure is adapted to obtain the solution for the Neutrosophic MOLFPP 

defined in previous can be summarized as follows. 
Step 1. To obtain the optimal solution to the linear fractional programming problem, use the 

modified simplex method (using [7]) in which each objective function has to be 

maximized or minimized and to find the optimal solution. 

Step 2. The feasibility of the solution obtained in Step 1 should be checked, if it is feasible, 

then the next step should be Step 3. If it is not feasible, then it is best to use dual 

simplex techniques to remove the infeasibility. 

Step 3. There are various types of techniques you can use to derive the objective function. 

 Calculate Neutrosophic SOLFPP equation ( ), using  𝑎   ̃  (     ) 
   ,  

where     
     

 
 is arithmetic mean. 

 Calculate Neutrosophic SOLFPP equation ( ), using  𝑎   ̃  (     ) 
   ,  

where     
     

 
 is new arithmetic average. And then   is the number of 

objective function. 

 Calculate Neutrosophic SOLFPP equation ( ), using  𝑎          

where    
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  and     
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 Calculate Neutrosophic SOLFPP equation ( ), using  𝑎     
     

    
 

where  𝐻   
 |  ||  |

|  | |  |
 is advanced harmonic average technique. 

Step 4. By repeating Step 1 to Step 3 in order to optimize the combined objective function 

under the same constraints, the same optimization procedure will be applied. 

  

Numerical Example 
 
Example 1. Solve the following MOLFPP in Neutrosophic environment. 
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subject to  

*(     )         + ̃  *(     )         + ̃  *(     )         + 

*(      )         + ̃  *(     )         + ̃  *(      )         + 

 ̃   ̃  *(     )      + 

After finding the value of each individual objective functions by using Modified Simplex 

Technique for FLPP. And then the numerical results, and same variable co-efficient are given 

below 

Table – 2: Results of the Example by using Modified Simplex Technique 
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Arithmetic Average Technique: 
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The above problem is the NMOLFPP in Arithmetic Average Technique. After solving it, we 

obtain the optimal solution as 
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New Arithmetic Average Technique: 
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The above problem is the NMOLFPP in New Arithmetic Average Technique. After solving it, 

we obtain the optimal solution as 
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The above problem is the NMOLFPP in Harmonic Average Technique. After solving it, we 

obtain the optimal solution as 
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 ̃   ̃  *(     )      +  

The above problem is the NMOLFPP in Advanced Harmonic Average Technique. After 

solving it, we obtain the optimal solution as 

 𝑎    *(                  )         + 

            *(          )         + 

            *(     )         + 

Table 2: Comparison between results of the Numerical results 

S. 

No. 
Techniques Numerical Example 

1 Arithmetic Average Technique *(               )         + 

2 New Arithmetic Average Technique *(                 )         + 

3 Harmonic Average (𝐻  ) Technique *(                )         + 

4 Advanced Harmonic Average ( 𝐻  ) Technique *(                  )         + 

 

5. Conclusion 
In this research paper, we introduced and defined Arithmetic Average Technique, New 

Arithmetic Average Technique, and Harmonic Average Technique. We then compared the 

Advanced Harmonic Average Technique with other standard techniques such as Arithmetic 

Average, New Arithmetic Average, and Harmonic Average Techniques. The comparison was 

based on the value of the objective functions. Upon solving a numerical example, we 

discovered that the optimal solution provided by our technique (Advanced Harmonic Average) 

was superior. 
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